Comparison Of Robust Estimator In Case Of Outliers
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ABSTRACT

Outliers is a big problem in real life data analysis. In case of outliers, simple linear regression cannot perform well. For this problem, robust type of estimators are present. In this study, a simulation study is done from normal distribution having a sample size of 2500. Outliers with different percentages are generated to observe the efficiency of the robust type estimators. Three types of maximum likelihood (M) and modified maximum likelihood (MM) are used for the purpose of analysis. The efficiency is observed for each estimator and the coefficients are noted. The comparison is made with ordinary least square (OLS) in case of no outliers and for different percentages of outliers in the dataset. The results are observed in each case. Overall the Huber M showed the better efficiency than other estimators in the generated scenarios.
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INTRODUCTION

Ordinary least square (OLS) is considered as a best technique in model selection only under some assumptions are met (Zuur et al., 2009). The problem in the dataset occurs in case of outlier are present in the dataset. The linear regression estimates got effected in presence of outliers. The
efficiency of OLS get reduced in such kind of dataset. So for such kind of problems, robust methods are available for handling the issue as (Gad & Qura, 2016) reviewed in their study the different types of robust methods for handling the outliers. Many kind of robust estimators are available as maximum likelihood type estimators (M estimators), modified M estimators (MM) and estimators of scale (S) estimators (Susanti et al.,2014). But mostly researchers preferred M estimators (Sinova & Van Aelst, 2018). The main purpose of the robust regression is to provide efficient estimates even in case of outliers Draper and Smith (1998). In robust M estimators, the weighted functions are reduced at the tails in comparison of the least square estimators in which weight one is given to all observations (Stuart, 2011). Robust type of estimators are used by (Dupuis & Victoria, 2013) for developing the variance inflation factor (VIF) regression for dealing with outliers. later on (Amini & Roozbeh, 2016) introduced robust ridge regression with the help of some robust estimators for the problems of outliers in the dataset. One of the work was of Lukman et al.(2017) , a comparison was made from them for M, MM, LTS, LAD, OLS consisted of six economic variables from 1947 to 1962. Later on, the shrinkage robust estimators are developed by (Norouzirad et al., 2017) for combined problem of multicollinearity and outliers.

In previous research, there are many types of robust estimators were developed but the most common type is the M estimators due to its advantages and properties (Sinova & Van Aelst, 2018). In this research, M and MM estimators are used. The comparison is made with OLS in case of outlier problems. The results indicated that overall the M estimator shows better efficiency than the MM and OLS estimators.

METHODOLOGY

In this study, OLS, M and MM estimators are used. Three kind of weighted functions named as Huber, Hampel and Tukey’s Bisquare are used for the purpose of analysis.

Ordinary least square

According to Stauart (2011), Let the design matrix $X$ is to be defined as with the vector $Y$ and $\varepsilon$, then the estimates can be calculated as

$$X = \begin{pmatrix} x_{11} & \cdots & x_{1p} \\ \vdots & & \vdots \\ x_{n1} & \cdots & x_{np} \end{pmatrix}, \quad Y = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix}, \quad \varepsilon = \begin{pmatrix} \varepsilon_1 \\ \varepsilon_2 \\ \vdots \\ \varepsilon_n \end{pmatrix}$$

So the classic linear model is considered as $Y = X\beta + \varepsilon$ and the aim for least square estimate in to minimization of
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\[
\sum_{i=1}^{n} e_i^2 = e^T e = (Y - X \beta)^T (Y - X \beta) \\
= Y^T Y - Y^T X \beta - \beta^T X^T Y + \beta^T X^T X \beta
\]
at minimumm of
\[
\frac{\partial}{\partial \beta} \left( \sum_{i=1}^{n} e_i^2 \right) = \frac{\partial}{\partial \beta} (Y^T Y - Y^T X \beta - \beta^T X^T Y + \beta^T X^T X \beta) \\
= 0 - X^T Y - X^T Y + 2 \left( X^T X \right) \beta
\]
Thus the estimate of least square $\hat{\beta}$ is solution to $X^T X \hat{\beta} = X^T Y$. As it minimizes $\hat{e}^T \hat{e} = \sum_{i=1}^{n} r_i^2$ so in case of $X^T X$ as non singular then the estimates of least square can be directly estimated from data $\hat{\beta} = (X^T X)^{-1} X^T Y$.

**Maximum likelihood type Estimators**

**Huber’s function**

Kumar (2009) defined penalty function and influence function for Huber M estimator as follows

\[
\rho_{HUBER(x)} = \frac{x^2}{2v^2}, \quad \text{for} \quad |x| \leq kv^2
\]

\[
= \frac{k^2v^2}{2} - k|x| \quad \text{for} \quad |x| > kv
\]

and

\[
\psi_{HUBER(x)} = \frac{x}{v^2} \quad \text{for} \quad |x| \leq kv^2
\]

**Hampel’s function**

Zaman and Bulut (2019) defined the Penalty function and influence functions for this estimator can be given as

\[
P_{HAMPLE(x)} = \frac{x^2}{2} \quad \text{for} \quad |x| \leq a
\]

\[
= \frac{a^2}{2} - a|x| \quad \text{for} \quad a < |x| \leq b
\]
\[ a \left( \frac{c - |x|}{c - b} \right) \mid x \mid \text{ for } b \ll |x| \leq c \]

= 0 for \(|x| > c\)

and

\[ \psi_{\text{HMAPE}(x)} = x \text{ for } |x| \leq a \]

= \text{sgn}(x) \text{ for } a \ll |x| \leq b

= a \text{sgn}(x) = \frac{c - |x|}{c - b} \text{ for } b \ll |x| \leq c

= 0 \text{ for } |x| > c

The choice for constant a is \( a = kv \) and \( b = 2kv^2 \) that depends on robustness measures which is derived from influence function.

**Tukey’s bisquare function**

it was suggested by Tukey (1977) can be defined as

\[ \rho(y) = \frac{1}{6} \left( 1 - \left( 1 - \left( \frac{y}{k} \right)^2 \right)^3 \right) \text{ for } |y| \leq k \]

= \frac{1}{6} \text{ for } |y| > k

When \( k = 5 \) or \( k = 6 \).

These three weighted functions are applied in this research. The results are noted in case of no outliers and for different percentages of outliers in dataset.

**RESULT AND DISCUSSION**

**Data Simulation and Results**

In this research, OLS, Huber M, Hampel M, Bisquare M, Huber MM, Hampel MM and Bisquare MM methods are analyzed. OLS is compared with all the robust estimators in term of efficiency based on the effective performance of coefficient of determination \((R^2)\). \( R^2 \) in this study is found as
\[ R^2 = 1 - \frac{SS_{error}}{SS_{total}} \] On the basis of the value obtained from the formula, all methods are compared in the analysis.

The dataset in this study is generated from normal distribution with mean 100 and standard deviation 500 i.e. \(~ (100,500)\). Six independent random variables are generated with one dependent variable. The sample size for all the variables are kept as 2500.

To generate outliers in the dataset, lower quartile (Q1), upper quartile (Q3) and inter quartile range (IQR) are calculated for each variable. Lower boundaries and upper boundries for the IQR is calculated. The observations outside these limits is considered as now outliers. So, for the purpose of introducing outliers, 5%, 10% and 20% dataset is replaced at random with the data observations in each variable. The overall simulation is performed one time. The results of each method is analysed in case of no outliers, 5% outliers, 10% and 20% outliers respectively. The efficiency of each method used in this study is observed on the basis of \(R^2\). R software is used for the analysis purpose.

The results are analyzed for each method in Table 1.

Table 1: Comparison of robust regression

<table>
<thead>
<tr>
<th>Techniques</th>
<th>No Outliers</th>
<th>5% Outliers</th>
<th>10% Outliers</th>
<th>20% Outliers</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>OLS</td>
<td>0.0010</td>
<td>0.0014</td>
<td>0.0009</td>
<td>0.0038</td>
<td>0.00713</td>
</tr>
<tr>
<td>Huber M</td>
<td><strong>0.0012</strong></td>
<td><strong>0.0024</strong></td>
<td><strong>0.0013</strong></td>
<td><strong>0.0043</strong></td>
<td><strong>0.009</strong></td>
</tr>
<tr>
<td>Hampel M</td>
<td>0.0011</td>
<td>0.0018</td>
<td>0.0011</td>
<td>0.0042</td>
<td>0.0082</td>
</tr>
<tr>
<td>BisquareM</td>
<td>0.0012</td>
<td>0.0023</td>
<td>0.0013</td>
<td>0.0043</td>
<td>0.009</td>
</tr>
<tr>
<td>Huber MM</td>
<td>0.0012</td>
<td>0.0022</td>
<td>0.0013</td>
<td>0.0043</td>
<td>0.009</td>
</tr>
<tr>
<td>Hampel MM</td>
<td>0.0012</td>
<td>0.0022</td>
<td>0.0013</td>
<td>0.0043</td>
<td>0.009</td>
</tr>
<tr>
<td>Bisquare MM</td>
<td>0.0012</td>
<td>0.0022</td>
<td>0.0013</td>
<td>0.0043</td>
<td>0.009</td>
</tr>
</tbody>
</table>

Table 1 provide the results of the simulation study used in the analysis. The performance of each method is observed in case of no outliers and with different percentages of outliers. Overall the sum is calculated for observing the total efficiency of the proposed method. From the overall efficiency, clearly the M and MM estimators are better than OLS. While in case of individual
analysis, when there is even no outlier in the dataset, OLS is less efficient than the robust estimators. In case of 5% outliers in the dataset, Huber M is showing the more efficiency as compare to other methods. For 10% outliers, OLS is again less efficient in the simulation study. Here Hampel M is less efficient as compare to other robust methods. In case of there is 20% outliers in the dataset. Robust estimators are still better than OLS. If the comparison is made with M and MM estimators only, then the MM estimators are showing the consistent performance with all the weighted functions used in the analysis as compare to M. The weighted functions used in M estimators are showing the different efficiency in each case. Over all, the Huber M method can be preferred based on the consistently better efficiency in all cases than the other methods.

The coefficients for each method is also observed and the behavior of the techniques in each case is analyzed. Table 2 present the coefficients obtained from each technique used in the analysis

**Table 2: Coefficients of independent factors**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Coefficients of Variables</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>OLS</strong></td>
<td>X1</td>
</tr>
<tr>
<td>No outliers</td>
<td>0.021</td>
</tr>
<tr>
<td>5% Outliers</td>
<td>-0.010</td>
</tr>
<tr>
<td>10% Outliers</td>
<td>-0.001</td>
</tr>
<tr>
<td>20% Outliers</td>
<td>0.029</td>
</tr>
<tr>
<td><strong>Huber M</strong></td>
<td>X1</td>
</tr>
<tr>
<td>No outliers</td>
<td>0.02</td>
</tr>
<tr>
<td>5% Outliers</td>
<td>-0.02</td>
</tr>
<tr>
<td>10% Outliers</td>
<td>-0.01</td>
</tr>
<tr>
<td>20% Outliers</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Hampel M</strong></td>
<td>X1</td>
</tr>
<tr>
<td>No outliers</td>
<td>0.022</td>
</tr>
<tr>
<td>5% Outliers</td>
<td>-0.015</td>
</tr>
<tr>
<td>10% Outliers</td>
<td>-0.008</td>
</tr>
<tr>
<td>20% Outliers</td>
<td>0.033</td>
</tr>
<tr>
<td><strong>Bisquare M</strong></td>
<td>X1</td>
</tr>
<tr>
<td>No outliers</td>
<td>0.020</td>
</tr>
<tr>
<td>5% Outliers</td>
<td>-0.021</td>
</tr>
<tr>
<td>10% Outliers</td>
<td>-0.007</td>
</tr>
<tr>
<td>20% Outliers</td>
<td>0.037</td>
</tr>
<tr>
<td><strong>Huber MM</strong></td>
<td>X1</td>
</tr>
<tr>
<td>No outliers</td>
<td>0.020</td>
</tr>
<tr>
<td>5% Outliers</td>
<td>-0.021</td>
</tr>
</tbody>
</table>
From Table 2, it is observed that the coefficients in OLS effected a lot in case of outliers in the dataset. There is a great difference in value of each independent factors. When there are no outliers in the dataset and when the outliers are present in the analysis. In the M estimators and MM estimators, the coefficient values are not so much effected in presence of outliers in the dataset. So, in case of outliers, OLS cannot be considered as a good choice. The robust estimators can provide the better estimates as compared OLS in outlier situation in dataset. In the present simulation study, Huber M can be preferred than all others in term of getting more efficient results. Also the coefficients for Huber M got not so effected in case of outliers. So, when there is need to deal with the problem of outliers, Huber M can be used in this kind of situation for getting efficient results.

CONCLUSION
The results indicates that the robust estimators showed the better performance in case of outliers. The coefficients for OLS changed a lot in every generated scenarios. Therefore, OLS is considered as very sensitive in problem of outliers. On the other hand, robust estimators got less effected. Among the robust estimators, Huber M showed the overall better efficiency than the other weighted functions used in the analysis. Hampel M is considered the less efficient estimators than other robust estimators in this research. The MM estimators with each kind of weighted function showed almost the consistent behavior in all cases. So, in case of outliers, Huber M estimator can be used to get the more efficient results.
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