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Abstract— Pipelines are considered as the safest way to transport oil and gas, critical pipeline failures such as leaks affect the reliability of fluid transport systems causing environmental damage, economic losses and pressure reduction in the pipeline, so this paper presents a methodology to detect leaks in pipelines by using machine learning techniques that, by introducing process data from the experimental pipeline, systematically determine whether or not there are leaks. For this research, two machine learning classification techniques, support vector machines and decision trees, were evaluated and four sensors, two for flow and two for pressure, were used in a ½ inch diameter horizontal experimental pipeline installed in the automation and control laboratory of the Universidad Francisco de Paula Santander Ocaña. With the experimental data, a complete database was created and used for training and validation of each of the machine learning techniques used. As a result, a leak detection method was obtained, using a data set for training, validation and testing and with accuracy levels higher than 97% in leak detection.

I. INTRODUCTION

Pipelines are used to transport fluids over long distances and are typically found in water distribution systems and in the petrochemical industry. However, pipelines are susceptible to leaks due to pipeline defects such as corrosion, fatigue cracks and dents, A fluid leak can harm the environment, living beings; create hazardous conditions; cause financial losses; and/or damage the pipeline itself and the instruments installed for monitoring the pipeline.

Pipeline leak detection methods can be divided into hardware-based methods and software-based methods. The hardware methods can be divided into pipeline inspection methods that include the use of ground infrared thermography[1], acoustic methods [2], methods based on pressure sensors[3], ground penetrating radar based methods[4], [5],[6]. The disadvantage of these methods is that they have higher capital and operating costs compared to hardware-based methods, as they require more instrumentation/equipment and more person-hours to implement and maintain the Leak Detection System. In addition, most hardware methods do not provide continuous monitoring due to the high costs of sampling and analysis.

Computational methods, also known as software methods and pipe internal leak detection methods, work on the basis of a computer algorithm. As they generally require fewer sensors, they are less expensive to implement and maintain.

Software methods can be divided into signal processing methods[7], real-time modeling methods
Recently with the development of Industry 4.0, several machine learning (ML) methods have been proposed for leak detection systems based on pressure monitoring. In [12], [13], the application of artificial neural networks (ANN) in leak detection and localization is experimented and discussed. As one of the commonly applied ML methods, support vector machine (SVM) is also implemented in leak detection, as shown in [14] and [15]. In [16], the k-nearest neighbor (KNN) algorithm is adopted for pipeline leak detection.

This paper uses two machine learning techniques to detect leakage in water pipes, which are: the support vector machine (SVM), and the decision tree algorithm (DT), the model detects the leak using two operating parameters such as flow rate and flow, both inlet and outlet of the pipe, for this research an experimental pipe was used, which was installed in the Automation laboratory of the Universidad Francisco de Paula Santander Ocaña and is described in section 3.

the article is organized as follows: Section 2 describes the algorithms used, Section 3 explains the materials and methods used, Section 4 shows Results and Discussion and finally Section 5 presents the conclusions.

II. DESCRIPTION OF ALGORITHMS USED

A. Vector Support Machine

Support vector machines (SVMs) are considered a great tool for linear or non-linear classification. An SVM classifier is basically an algorithm that maximises the distance between two classes while minimising classification error. The SVM searches, from a set of training data, for a hyperplane that separates the two classes to which they belong. This hyperplane can be as simple as a straight line in the case of linearly separable data, as in Figure 1, or it can be composed of many decision boundaries that form a more complex hyperplane.
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B. Decision trees

Decision Trees are statistical algorithms or machine learning techniques that allow us to build predictive data analytics models for Big Data based on their classification according to certain characteristics or properties, or on regression through the relationship between different variables to predict the value of another. On the other hand, decision trees provide high-level efficiency and easy interpretation. These two benefits make this simple algorithm popular in the machine learning space.

The decision tree is a structure that is made up of branches and nodes of different types, read from the top down. See figure 2.

- The internal nodes represent each of the features or properties to be considered in making a decision.
- The branches represent the decision based on a certain condition (e.g. probability of occurrence).
- The end nodes represent the outcome of the decision, i.e. the prediction of the class and have no conditions or nodes below them. They are also called "child nodes".
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Figure 2. DT classifier [18]

III. MATERIALS AND METHODS

A. Methodology

The methodology followed during this study includes important steps to build a Machine Learning model. The first step consists of collecting the necessary data set and a preprocessing phase. The second step consists of training the proposed model and evaluating its performance. Figure 3 summarizes the methodology of this study.
B. Research model
The experimental bench was carried out in the automation and control laboratory of the University Francisco de Paula Santander Ocaña, was used for the assembly two square glass containers of 0.4 m long, 0.3 m wide and 0.3 m high with a thickness of 5 mm, two pumps to transfer the fluid from one tank to another, 4 bases or supports to maintain a $\Delta z = 0$ and $\frac{1}{2}$ inch pipes and fittings as described in the following section [19].

The experiment had four sensors, two pressure sensors and two flow sensors each located at the end of a horizontal pipe, with analog signal inputs from 4 to 20 mA, connected to a National Instruments data acquisition system, using a NI cDAQ-9178 chassis with a NI 9203 module to capture the values of the variables of inlet flow, outlet flow, inlet pressure and outlet pressure of the pipe and transmit them to a database accessible through a virtual instrument that was developed and described in [19].
The model of the experiment is shown in Figure 4.

C. Data Acquisition

Data were obtained from the experimental bench described in section III.2, from the two flow sensors and the two pressure sensors installed in the experimental bench through a virtual instrument developed in LabVIEW. Data were collected on the pipe network in normal operation without leakage. And then a leak is performed in the middle of the experimental bench for data collection with leakage. Then these data are brought to an Excel document, where they are processed by Google colab (phython) tool.

the process for the data selection of the experimental bench is shown in figure 5.

It should be noted that the pre-processing of the data is done through the calibration of the flow and pressure sensors, obtaining a mathematical formula to convert the current values to pressure and flow units.

after the results of the data collection are obtained, they are exported to an excel file, which is analyzed in google colab for data processing.

Figure 6 illustrates how the inlet pressure (P1) and outlet pressure (P2) data are displayed when there is leakage and when there is no leakage, as well as the inlet flow (F1) and outlet flow (F2) data analyzed by the google colab tool.
Figure 5. process for the data selection

```
# Importacion del dataset
dataset = pd.read_csv("Datos TOTAL 2.csv", delimiter=";")
X = dataset.iloc[:, [0, 3]].values
y = dataset.iloc[:, 4].values
dataset
```

<table>
<thead>
<tr>
<th></th>
<th>P1</th>
<th>P2</th>
<th>F1</th>
<th>F2</th>
<th>Leak</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1187863</td>
<td>1698144</td>
<td>6972500</td>
<td>6770399</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>2230266</td>
<td>2761860</td>
<td>12065172</td>
<td>11718466</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>3102495</td>
<td>3820702</td>
<td>17194051</td>
<td>16646855</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3851204</td>
<td>4902005</td>
<td>22289807</td>
<td>21540119</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4495027</td>
<td>5989983</td>
<td>27385691</td>
<td>26491629</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2580</td>
<td>13075997</td>
<td>5462074</td>
<td>26369518</td>
<td>24161644</td>
<td>1</td>
</tr>
<tr>
<td>2581</td>
<td>13078424</td>
<td>5468142</td>
<td>26416942</td>
<td>24156921</td>
<td>1</td>
</tr>
<tr>
<td>2582</td>
<td>13080852</td>
<td>5472380</td>
<td>26441343</td>
<td>24149640</td>
<td>1</td>
</tr>
<tr>
<td>2583</td>
<td>13083280</td>
<td>5468142</td>
<td>26443311</td>
<td>24143737</td>
<td>1</td>
</tr>
<tr>
<td>2584</td>
<td>13081611</td>
<td>5471176</td>
<td>26452756</td>
<td>24180930</td>
<td>1</td>
</tr>
</tbody>
</table>

2585 rows x 5 columns

Figure 6. data visualization code

IV. RESULTS AND DISCUSSION

A. decision tree technique

For the decision tree technique, the data set obtained from the experiment is divided in two: 70% training data and 30% test data, then the Machine Learning algorithm for decision trees is imported into the Google colab tool as shown in figure 7.
Figure 7. training algorithm

Figure 7 shows that the decision tree has a depth of 4 and the number of nodes is 5 with a hit rate of 0.998711340202061856. Figure 8 visualizes the decision tree.

The interpretation of the decision tree would be: if the pressure P2 which is the outlet pressure of the system is less than or equal to 5,723 psi:

if this condition is false then there is no leakage. But if the condition is true it is necessary to evaluate if the flow F1 which is the inlet flow is less or equal to 17,270 L/min if the condition is
false there is a leak, but if the condition is true it is necessary to evaluate if the pressure P2 is less or equal to 2,457 Psi, if this condition is false there is no leak in the System, but if the condition is true it is necessary to evaluate if the F1 is less or equal to 9,568 L/min if this condition is false there is a leak in the System but if this condition is true there is no leak in the system.

B. Vector Support Machine
The Support Vector Machines (SVM) technique was used to build and train the model to determine leakage and non-leakage from flow and pressure records. Table 1 shows the results of the evaluation of the models on the water leakage dataset.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>1</td>
<td>1</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Figure 9 show the confusion matrix for the SVM model.

The confusion matrix shows that the model misclassified 1 samples in the "no leak" class (0) and 0 samples in the "Leak" class (1). The confusion matrix shows a great improvement in the model's ability to distinguish between the two classes.

The evaluation of the final performance of the algorithm in terms of the number of hits and misses the training set had in making predictions is shown in Figure 10.
V. CONCLUSION
The techniques used for this study are Decision Trees and SVM. Both algorithms are supervised learning algorithms that classify the data to be processed very well. In this research, the two machine learning techniques were implemented on a data set provided by the experiment carried out in an experimental bench of horizontal pipes described in section 3 of materials and methods. Pressure and mass flow measurements taken at the pipe inlet and outlet were sampled.

By applying Decision Trees, a supervised machine learning technique is being used which is very easy to understand, this technique makes a series of decisions in the form of a tree. In addition, the colour of the nodes is more intense the more certain the classification is and each colour of the tree represents a class, so it helps to verify which measurement point is being evaluated in the case of the data used.

By applying SVM to the data set of the experiment in question, it was possible to verify that it is an effective method in the processing of high-dimensional data, in addition to the fact that it uses a subset of training points in the decision function called support vectors, so it is also efficient in memory.

In SVM we trained all the data obtained from the experiment, divided into 20% test data and 80% training data, finally obtaining a hit rate of 0.9987 according to the Jaccard index metric of the sklearn Library and in decision trees we trained with all the complete data divided into 70% training and 30% test obtaining a hit rate of 0.9987 according to the accuracy score metric of sklearn.
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