Benchmarking Different Classification Techniques To Identify Depression Patterns In An Audio And Text Dataset
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Abstract

Depression is a health disorder that affects the population, regardless of their age or social status. The World Health Organization (WHO), considers it the greatest generator of incapacity worldwide. Depression increases the possibility of suicide, being the latter, the second trigger of death in people between fifteen and twenty-nine years of age. It negatively impacts different levels of the person: family, work and school and affects its ability to face daily life, aggravated preexisting medical conditions. Young or re-tired person and pregnant or postpartum women, are the groups most vulnerable to suffering from depressive disorder. In this paper, we apply two different classification techniques, namely: Bidirectional Encoder Representations from Transformers (BERT) and Support Vector Machines (SVM) in order to identify depression patterns in the Distress Analysis Interview Corpus DAIC-WOZ.

We compare the models obtained and determine their robustness, using performance metrics. The results show that the approach BERT has good performance over the SVM model, reaching an accuracy of almost 90%.
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I. INTRODUCTION

Depression is related to brain plasticity or neuroplasticity. Brain it matures according to the environment, it must adapt and evolve, based on lived experiences and behaviors. This occurs from the time you are a baby, the stimuli received are determinant to control aspects related to character. Several studies carried out in people with this disorder suggest reduced neuroplasticity [1] [2]. Aspects such as family problems, sudden changes in life, consumption of medicines, love breakups, feelings of loss of control, consumption of hallucinogens or alcoholic beverages can trigger the appearance of depression [3].

Various studies indicate that there is a genetic susceptibility to suffering from this condition [4]. In addition, that there may be a coexistence of depression with other diseases, such as, such as hypertension, thrombosis, irritable bowel syndrome, diabetes mellitus, Parkinson’s, Alzheimer’s, heart problems, anxiety, eating disorders, hormonal disorders and complications in cancer treatment [5] [6] [7] [8] [9].

According to the WHO, 300 million individuals suffer from depression. This mental disorder increases the risk of suicide up to 12 times. It is estimated that per annum 800,000 die by self-destruction [10]. Some of the most common symptoms are self-hatred, guilt, irritable mood, trouble falling asleep and appetite problems [11].

The use of machine learning to identify depression patterns from structured and unstructured information is known in computing as Automatic Depression Detection (ADD). This an active research topic, whose main goal is the generation of models using predictive techniques. In this regard, there are several studies where they analyze speech, text, video signals or a mix of them, for the generation of a global classifier [12] [13] [14] [15].

In this paper we apply different classification techniques to identify depression patterns in an audio and text dataset. We use the Crisp-DM methodology, which consists of the stages of identifying the business, identifying data mining goals, understanding and preprocessing data, application of modeling techniques, evaluation and deployment of the results. We use DAIC-WOZ dataset [16] and the techniques called Bidirectional Encoder Representations from Transformers (BERT) and Support Vector Machines (SVM).

The paper is organized as follows. Section 2 presents preliminaries on ADD. Section 3 describes the dataset and methods we use. Section 4 shows the relevant experiments details and selection of models. The last section we provide a summary of the findings in this work and lines of future work.

II. RELATED WORK

There are several approaches for Automatic Depression Detection. In [13] they propose a CNN-Based Speech Recognition system. The dataset they use is AVEC-2016 [17]. To obtain analytical models, the system performs a preprocessing stage, which consists of representing speech files as log-spectrograms. For the classification task they build a One-Dimensional Convolutional Neural Networks (CNN) architecture based on Ensemble. They
assess 3 different CNN-based models. Method 1 performs predictions at sample level of the M 1d-CNN and compute the average the probabilities to get the final label. Method 2, performs predictions at the level of all M classifiers. They calculate the most frequent value of number log-spectrograms to obtain the final prediction. Method 3 get the predictions at level of each of the M machines, they compute the mode of the M predictions. The model is evaluated using the F1-score metric. This metric is calculated for each class: depressive or non-depressive. Method 1 shows better performance than the other two. The results show that F1-score increases with the quantity of classifiers in the ensemble.

In [11], the authors present a system for detecting depression automatically using Support Vector Machine (SVM) and neural networks. The features are extracted from (DAIC-Woz 2017 [16]) database. After data comprehension and preparation stage, they use Gaussian Mixture Model (GMM) clustering [18] in resultant vectors for producing bag of words and also, Fisher vector. GMM can identify oblong clusters and performs soft classification Fisher vector is a Fisher Kernel [19] (FK)-based aggregation technique. The system considers 2-D facial landmarks and head features (Head Features, Head motion and facial expressions distance, Emotions, AU, Gaze and Pose and Blink Rate). The models were evaluated using a validation data. They apply RMSE, MAE, kernel, cost and gamma, as metrics for the evaluation by features (Audio, Text, Head, Cyclic and fisher). In Neural Networks, they use Adam optimizer and SGD. Adam optimizer shows faster and efficient.

In the paper presented in [20] apply CNN to generate a spectrograms-based ADD system. They use DAIC-Woz dataset 2016 [16]. First of all, the system performs pre-processing and feature selection stages. It removes stage silence regions, use a frames windowing method and get features (prosodic, MFCC, LPCC, PLP, spectral, temporal). For experimentation, they apply CNN and perform a performance comparison with Hidden Markov Models, SVM and Gaussian Mixture Models. The system uses the PHQ-8 scores [21] for classifying, according to the severity of depression. The evaluation is done through cross validation and they obtain accuracy, recall, precision and F-measure metrics. The performance of the proposed system is superior to the other techniques.

The work of [22] analyses gender bias in DAIC-Woz dataset [16] and its impact in ADD' models using audio features. They apply data redistribution and raw audio features to reduce skewness. The bias leads to overfitting or a features' unfair penalty. The system generates a DepAudioNet-base new model of [23]. They use audio-only processing and deep learning techniques. The results show better performance compared to spectrogram-based model.

Finally, in [24] proposes a speech feature fusion system based on the higher-order spectral analysis (HOSA) of bi-spectral features (BSFs) and non-linear bi-coherent features (BCFs). The system processes DAIC-Woz dataset [16]. They use higher-order spectral analysis and their blend' features with Support Vector Machine, k-nearest Neighbor classification and convolutional neural network to obtain models. In the assess stage they
uses accuracy. The results show that convolutional neural network has better performance, followed by the k-nearest neighbor classification and SVM, respectively.

III. DATASET AND METHODS

Dataset and implementation details

In this study, we use the data from DAIC-WOZ Database [16]. It is a real-world dataset provided by University of Southern California, that has clinical interviews in different formats: audio, video and answers of questionnaires. DAIC-WOZ supports the diagnostic of depression, post-traumatic stress and anxiety. It has 189 clinical interactions. There is training, development and testing sets. The first has 107 samples, 77 Non-depressed and 30 depressed. The development set, 35 samples of which 23 are Non-depressed and 12 depressed. Finally, the testing dataset has 47 samples. For each sample, there are audio, features, features3D, pose and transcripts. Ellie, virtual pollster, is who conducts interviews between 7 and 33 minutes. The dataset takes into account levels of depression between 0 and 24, according to Patient Health Questionnaire PHQ-8 [21]. The DAIC-WOZ considers that there is depression, when the PHQ-8 score is greater than 10. From this premise, they construct a binomial class label: 0 (non-depressed) and 1 (depressed).

Regarding data understanding and data preparation, we eliminate the interviewer's sentences (leaving only the patient's) and stop words, and then, associate each interview with its corresponding class label (non-depressed or depressed). This process is repeated for each interview. During experimentation, we use different vectorizers, namely: Count Vectorizer, TF-IDF and BERT. They are in Scikit-learn, a simple and efficient library for predictive data analysis written in Python [25].

Interview classification with Bidirectional Encoder Representations from Transformers (BERT)

BERT is an ANNs-based technique for NLP pre-training. It is an unsupervised pre-trained language representation, which is bidirectional. BERT builds contextual representations. It means, that considers the context for each occurrence of a word (instead of analyzing word by word, like word2vec and GloVe does) and learns relationships between them [26]. Figure 1 shows BERT’s neural network Architecture. E1 is the vector representation of a word, T1 is the final output and the intermediate representations of the same word are called Trm. Different intermediate representations of a word have the same size.
We use BERT to generate a binomial classification model. To do this, the system runs a script to get a list of lists (containing for each interview tokenized text, the class label and the length of the interview) and sorts by length of each interview. Data preparation considers the elimination of short sentences because they do not have a lot of meaning.

BERT text embeddings need as input the tokenized interviews. We use BERT tokenizer. Tokenization means partitioning the text into units, called tokens. Regarding the modeling stage, the batch size is 16 (after processing 16 interviews, the weights of the neural network will be updated) and we set 3 convolutional neural network layers with the kernel of 2, 3, and 4, respectively. To prevent overfitting, we use dropout regularization. It is a simple and powerful technique that randomly ignores neurons during training [28]. The first densely connected neural network is powered by the output obtained by concatenating the 3 layers of the convolutional neural network. We use a second densely connected neural network to predict the class label. The system uses the hyper parameters EMB_DIM = 200, NB_FILTERS = 100, FFN_UNITS = 256, NB_CLASSES = 2, DROPUT_RATE = 0.2 and NB_EPOCHS = 5.

**Interview classification with Support Vector Machines (SVM)**

The Support Vector Machine (Svm) is a supervised technique that optimally separates classes by a hyperplane or set of hyperplanes in a high-dimensional space. Support vectors are understood to be the points that define the maximum separation margin of the hyperplane that separates the classes. This technique, belonging to the family of linear classifiers, is used for classification and regression. In the event that the classes are not linearly separable, there are more than two predictor variables or a problem of non-linear separation curves, it is
necessary to use kernels. A kernel function projects the information to a higher dimensional feature space. The SVM can make use of the C hyper-parameter to tuning the regularization, see Figure 2. \( C = \frac{1}{\alpha} \), where \( \alpha \) is the hyperparameter used in Ridge, Lasso, and ElasticNet regularizations.

![Figure 2. Regularization parameter in Support Vector Machine, Source: [29]](image)

Prior to the vectorization stage, we use Lancaster stemmer. Regarding the generation of the predictive model with SVM, we extracted the features using Count Vectorizer and TF-IDF. The SVM implementation, in sklearn, use Stochastic Gradient Descendent, a simple approach to converge on a solution. We set the hyper parameters \( \alpha = 0.001 \), loss=hinge (soft-margin, linear Support Vector Machine) and penalty=l2 (L2 norm penalty).

IV. RESULTS OF EXPERIMENTATION

In our evaluation, we get the quality of predictive models. For this, we use the accuracy metric and cross-entropy loss. Table 1 shows a comparative analysis of BERT and SVM, for Training and test datasets. The result of the experiment shows that BERT used as a tokenizer shows better feature extractions that models such as Count Vectorizer and TF-IDF combined. The model that used SVM, even though reach a 75% of accuracy, BERT hits almost a 90% in test set.
Table 1. Model Accuracy

<table>
<thead>
<tr>
<th></th>
<th>Bert</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training set</td>
<td>0.7500</td>
<td>0.70</td>
</tr>
<tr>
<td>test set</td>
<td>0.8929</td>
<td>0.75</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

The use of transformer for generation of text classification models is a topic of active research. Text classification is a NLP task, which is widely used in areas such as cybersecurity, education, customer service and healthcare. In this last case, we highlight the use of deep learning for identification of patterns referring to depression in structured and unstructured data.

In this paper we apply BERT and SVM to identify depression patterns in Distress Analysis Interview Corpus DAIC-WOZ. BERT is a Bidirectional Encoder Representations from Transformers and SVM is a classical supervised learning technique. DAIC-WOZ database includes audio transcriptions of interviews from patients with and without depression.

For the analysis, we apply text cleaning techniques, being this fundamental stage for the quality of the models obtained. The results of the experimentation show that BERT outperforms SVM. BERT features such as directionality and the construction of contextual representations have a high impact on the quality obtained.

As future work, we propose the analysis of audios from spectrograms and the use of other deep learning techniques. We want to use Latent Dirichlet Allocation to get topics from DAIC-WOZ database.
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